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ABSTRACT

We address the problem of automatically predicting group performance on a task, using multimodal features derived from the group conversation. These include acoustic features extracted from the speech signal, and linguistic features derived from the conversation transcripts. Because much work on social signal processing has focused on nonverbal features such as voice prosody and gestures, we explicitly investigate whether features of linguistic content are useful for predicting group performance. The conclusion is that the best-performing models utilize both linguistic and acoustic features, and that linguistic features alone can also yield good performance on this task. Because there is a relatively small amount of task data available, we present experimental approaches using domain adaptation and a simple data augmentation method, both of which yield drastic improvements in predictive performance, compared with a target-only model.
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1 INTRODUCTION

For most of us, a large part of our everyday life consists of being a member of a group. We are communicating and interacting within the contexts of our families, clubs, and workplace teams. Each of these groups has implicit and explicit goals they would like to achieve, and these goals can vary both in time and regularity. However, they might also vary in terms of whether there is an intrinsic or an extrinsic motivation to meet the goal, and whether all members of the group are aligned in their motivation to meet the goal.

For example, a family might have the goal to leave the house at 7:30 in the morning so that everyone can make it on time to school or to work. This goal is probably a regularly recurring one. It is extrinsically imposed onto the group by constraints imposed by society and the parents are probably more inclined to meet the goal than the children.

For a club, the goal might be to win the next match. Similarly, the goal is regularly recurring. However, the motivation to be in the club and to meet the goal might be more intrinsically motivated and people might be more aligned in meeting this goal, while views on how to reach the goal may vary.

A team at work might have the goal to meet the next deliverable. This goal in a specific form might be a one-time event. It is extrinsically imposed and different members of the team might have contradictory views. However, the interaction between members of a team would probably be more formal and formalized than the one within a family or a club.

All in all, domains and interaction forms vary but successful interaction within groups is an important part of our everyday life, touching very different parts of it. The challenge from a computational point of view is to build models which are not only able to adapt to these different domains and forms of communication, but also account for different personalities of the people involved, and hierarchies which might overlay the group interaction.

Being able to build such models can have many different advantages, especially at the workplace. Here it can provide insights into what communication patterns lead to successful outcomes. Utilizing these models in an online fashion has the advantage of not only making it possible to analyze meetings in hindsight and draw conclusions for future strategies, but to additionally make people aware of disadvantageous patterns during the meeting itself and allow for real-time modification of the group dynamics and strategies. Such models will become even more advantageous and widespread in the future, as robots are becoming an increasing part of our life and can take on the role of optimizing communication [13, 17].

In this work, we build models for predicting how well a group will perform on a well-defined task, where the predictive models use multimodal information in the form of linguistic features and speech features. We show that the best performance is found by combining those multimodal features. We also demonstrate that simple techniques of domain adaptation and data augmentation can dramatically improve performance on this prediction task, and these techniques are needed because of the relatively limited amount of labeled training data. Finally, whereas much work on social signal processing for small groups has focused on nonverbal features, we show that relatively simple verbal features can yield very good prediction results on their own.

The structure of this paper is as follows. Section 2 discusses related work on social signal processing (SSP) and multimodal interaction. Section 3 highlights the key contributions of the current work. Section 4 presents our approach for automatically predicting group performance, including the multimodal features used in these experiments, as well as the domain adaptation and data augmentation methods used. Section 5 describes the experimental setup, including the two corpora used, the machine learning models tested, and our evaluation metrics. Section 6 presents and interprets all of the experimental results, and we conclude in Section 7.
2 RELATED WORK

Social psychological research has been concerned with the understanding of group performance as early as the middle of the last century [15]. A great deal of recent work has also been carried out from a psychological viewpoint [2, 4, 27]. In recent years, there has been a growing interest in the analysis of group interactions from a computational perspective. The main goals of these analyses have been to design computational models that could predict information about the participants as well as the state of the interaction. Examples are the identification of roles within a group [5, 24], the recognition of personality traits [1], and the understanding of first impressions [20].

There is a large body of work which is concerned with the automatic analysis of meetings. Two examples of large, freely available corpora are the AMI (Augmented Multimodal Interaction) corpus [7] and the CHIL (Computers in the Human Interaction Loop) corpus [18]. While the meetings are often structured and have a specific goal, they still remain quite open in terms of conversational dynamics. However, it is not always easy or possible to tell whether these groups have performed well at their given task. For example, the AMI corpus scenario has each group design a remote control, but it is not always clear whether a group did a good or poor job of carrying out that task. As a result, the AMI corpus – despite being a very rich source of meeting data – is not particularly amenable to building models that predict group performance. However, it does feature rich post-meeting questionnaire data, and Lai et al. [14] have used those questionnaires to examine how turn-taking patterns impact group affect.

There is also a smaller body of research which has investigated group dynamics in the context of games [12, 16, 21, 23]. In some cases the performance of the group can be evaluated explicitly, while in other cases implicit measures are taken such as, for example, the analysis of group engagement and individual involvement [21].

Whereas in the above-mentioned domains and datasets group performance can be difficult to measure, there has also been research on group interaction in scenarios where group performance can be very clearly measured. An example of a dataset with clear group performance scores is the ELEA (Emergent Leadership) corpus [25], which uses a survival task where the group has to collectively rank a list of items. This dataset is described in more detail in Section 5. Avci and Aran [3] use this dataset to predict group performance, using nonverbal features. Their work is the most closely related to ours, with key differences being that we use linguistic features in addition to nonverbal features, and we employ two methods for increasing the amount of training data. Later in the paper we explicitly compare our system’s performance with theirs. Another example of predicting group performance is by Neubauer et al., who analyze groups tasked with a scenario of disarming a simulated bomb [19].

However, studies concerned with the automatic prediction of group performance are still relatively rare. One reason for this might be that it is still quite costly to record many different groups of people in such a way that their nonverbal cues can be recorded. For predicting the dynamics of a conversation as well as different traits of participants, traditionally eye-gaze (or head-rotation) and prosody [11, 21, 22] have been proven to be useful features. Recording these in a scalable way not only requires access to costly equipment such as eye-trackers, but also involves post-processing that is quite time consuming. Features of linguistic content [10] have not been used as frequently. One of the reasons for this might be that speech recognition has until about five years ago been still relatively poor in terms of word-error rate when applied to group conversational data. Some of the reasons for this are that overlapping speech and diverse accents and dialects make speech processing difficult. Using prosody and other nonverbal features have been proven robust for real-time applications. Using nonverbal features also avoids privacy issues that may arise when analyzing the content of group discussions. Finally, nonverbal features such as gesture, prosody, and gaze can also be unconscious and therefore revealing in terms of individual and group affect.

3 CONTRIBUTIONS

The key focus of our paper is the exploration of the usefulness of verbal/linguistic features for group interaction, which have not previously been explored to a large extent in this domain. We show that we can meet or exceed the performance of a state-of-the-art system on a task that is of interest to the Social Signal Processing community, by using a fairly simple set of verbal features combined with domain adaptation and data augmentation. Below we comment on each of these contributions in more detail.

First, much work on multimodal analysis of group interactions has been concerned with identification of roles, analysis of leadership, and inference of first impressions. There has been less work on the automatic prediction of group performance. We are adding to this small amount of research.

Second, most work on group interactions so far has been focused on speech and nonverbal cues. Linguistic cues have been less explored. We are exploring the usefulness of linguistic content features.

Third, a limiting factor for the analysis of group performance has been the availability of corpora. We are exploring the usefulness of domain adaptation and data augmentation for mitigating the issue of having a small amount of group performance data.

4 MULTIMODAL ANALYSIS OF GROUP PERFORMANCE

In this section, we first describe the multimodal features that were extracted from the group interactions, and subsequently present the domain adaptation and data augmentation methods that were used to increase the amount of training data.

4.1 SPEECH FEATURES

We extracted a large number of acoustic features from the audio recordings in the ELEA and AMI corpora, using the openSMILE software [9]. This is a very large set of features that has previously been used in the Interspeech 2010 Paralinguistic Challenge. In the experiments described herein, we use only a subset of standard deviation features, yielding 76 speech features in total. These include mel-frequency cepstral coefficients (MFCCs), associated delta features, jitter, shimmer, PCM loudness, F0 envelope, F0 contour, voicing probability, and log power of Mel-frequency bands.
4.2 LINGUISTIC FEATURES

We extract the following linguistic features from manual transcripts of the meetings in both corpora.

Dependency Parse Features: All sentences are parsed using spaCy’s dependency parser\(^1\). We extract several features, including the branching factor of the root of the dependency tree, the maximum branching factor of any node in the dependency tree, sparse bag-of-relations features, and the type-token ratio for dependency relations.

Part-of-Speech Tags: We use spaCy’s part-of-speech tagger, and use a sparse bag-of-tags representation for the most frequent tags, as well as the type-token ratio for tags.

Filled Pauses: We include the number of filled pauses, such as ‘uh’ or ‘um.’

Psycholinguistic: We use several psycholinguistic features. All words are scored for their concreteness, imageability, typical age of acquisition, and familiarity\(^2\). We also derive SUBTL scores for words, which indicate how frequently they are used in everyday life [6].

Sentiment: We use the SO-Cal (Semantic Orientation Calculator) sentiment lexicon [26], which associates positive and negative scores with sentiment-bearing words, indicating how positive or negative their sentiment typically is.

GloVe Word Vectors: Words are represented using GloVe vectors\(^3\), and the vectors are summed over sentences. We then create a document vector that is the average of the sentence vectors. The first five dimensions of the document vectors are used as features.

Lexical Cohesion: We measure cohesion using the average cosine similarity of adjacent sentences in a document, using the GloVe vectors.

Sentence and Document Length: We include the average number of words per sentence, and average number of sentences per meeting.

Bag-of-Words: Finally, we use a bag-of-words representation for the most common 200 non-stopwords in the dataset, and also calculate the type-token ratio for words.

4.3 DATA AUGMENTATION

The goal with data augmentation is to create additional training data by making copies of the original training instances and applying transformations to them. The key is that these transformations should be label-preserving. That is, they should augment the original training data but in a way that does not change the outcome or response variable. For example, in the domain of object recognition in image data, the original training images could be copied and augmented through cropping, rotating, and flipping, without fundamentally changing the object in the image [28].

These types of techniques are well-known in the domain of image classification. However, best practices for data augmentation in the domain of natural language processing have not been established. One simple technique is to replace words with their synonyms, also known as thesaurus-based data augmentation [29].

We propose a similarly simple approach that we hypothesize will be effective for conversational data, where the conversations are often loosely structured and may have low information density. We proceed through the conversation transcript, and for each sentence we delete it with some probability \(p\). We do \(n\) passes over the entire transcript, creating \(n\) augmented copies of the conversation. The augmentations only involve deletion of content, rather than insertion. We have implemented this approach for use with the linguistic features, which are mostly calculated at the level of individual sentences or sentence pairs and then averaged over the meeting. It is hypothesized that this data augmentation method will subtly impact linguistic features such as lexical cohesion, while remaining close enough to the original that prediction of the outcome variable will improve rather than degrade. For these experiments with the data augmentation method, we chose the parameters \(p = 0.25\) and \(n = 4\); the rationale for these low settings is to avoid having the augmented data differ too drastically from the original data.

4.4 DOMAIN ADAPTATION AND SEMI-SUPERVISED LEARNING

With domain adaptation (also called transfer learning), the goal is to leverage data or models from a related source domain in order to improve prediction performance in the target domain. In some cases, the source data may be labeled with the same outcomes of interest as the target domain. In that scenario, there are well-known domain adaptation methods that are simple to implement and can work very well in practice [8]. In other cases, the source data may not be labeled but could still be useful, particularly if it is much larger than the target dataset. In that case, the problem is one of semi-supervised learning.

In our case, our target set of meetings is fairly small and each meeting is associated with a group performance score. We also have access to a much larger meeting set, but the group task is different, and the meetings do not have performance scores. We take a straightforward semi-supervised learning approach, where we train a model on a subset of the target data, use it to make predictions of group performance scores on the source data, then train a new model using the original target data and the automatically labeled source data. This second model can then be used to make predictions on the test set of the target data.

The following section has much more detail on the two corpora, and the leave-one-out evaluation scheme that is used with the domain adaptation approach.

5 EXPERIMENTAL SETUP

In this section we briefly describe our corpora, the machine learning models used, and evaluation methods.

5.1 CORPORA

Our primary corpus of interest is the ELEA corpus [25]. This is a dataset of small group meetings, where each group is engaged in collectively performing a ranking task called the Winter Survival Task\(^4\). The group members are role-playing that they have crashed-landed in the wilderness in the middle of winter, and cannot expect

---

\(^1\)https://spacy.io/

\(^2\)http://websites.psychology.uwa.edu.au/school/MRCDatabase/uwa_mrc.htm

\(^3\)https://nlp.stanford.edu/projects/glove/

\(^4\)There are many variants of this task with the same basic structure but different survival scenarios.
to be rescued right away. The group must decide which items from the airplane wreckage to bring with them into the wilderness. They are given a list of items that were salvaged from the wreckage, and must rank the items as a group, according to how important each item is to their survival. Each group member first ranks the items privately, and the group then ranks the items collectively during a time-constrained meeting.

Part of the appeal of this dataset and the survival scenario more generally is that there is a well-defined task, and the rankings – both the individual rankings and group rankings – can be objectively scored by comparing them with the rankings of survival experts. This gives us a clear measurement of group performance. The scenario also lends itself to analysis of how individual knowledge and performance leads to group knowledge and performance. And because there are no assigned roles, it lends itself to the study of how leaders naturally emerge in groups.

There are 40 meetings in the ELEA corpus, 28 of them in English. Since our predictions are at the level of the group (predicting how well a group will perform on the task), this gives us very few data-points with which to work. For that reason, we use the AMI meeting corpus [7] as a secondary data source.

Like the ELEA corpus, the AMI corpus involves groups role-playing a fictional scenario. In the case of the AMI corpus, they are members of a company designing and marketing a remote control device. Unlike the ELEA corpus, the members do have defined roles, as project manager, marketing expert, industrial designer, or user interface designer. Also in contrast to the ELEA corpus, there is no clear way to rate group performance in the AMI corpus. The closest we have are post-meeting questionnaires in which the AMI meeting participants rated how well they thought the meeting went, on various criteria. We use the larger AMI corpus as a source of meetings which we can exploit to improve predictive models on the ELEA corpus, using the domain adaptation method described above.

5.2 MACHINE LEARNING MODELS

For these experiments, we compare two tree-based methods, Random Forests (RF) and Gradient Boosted Trees (GB), as well as a neural network system. For both tree-based systems, the number of estimators was set at 20. For the neural approach, due to the small amount of training data we employed a single hidden layer of 50 neurons in a fully-connected feed forward network with ReLU activations and the lbfgs solver.

5.3 EVALUATION

For evaluating all systems, we report the mean squared error (MSE) of the group performance predictions. Because of the small amount of target data, we employ a leave-one-out training and testing scheme. For the domain adaptation experiments, this means training on 27 meetings in the training fold, using that model to make predictions on the AMI source data, then training a new model using the 27 meetings in the training fold plus the automatically labeled source data. That second model is then used to make predictions on the held-out meeting. This is repeated for each of the 28 meetings.

6 RESULTS

In the following sections, we report the experimental results, first using only target data, then using domain adaptation, and finally with data augmentation.

6.1 Target Data Only

The first set of results is based on applying several machine learning methods to ELEA performance prediction, using only the ELEA target data. Specifically, we tested neural networks, random forests, and gradient boosted trees on the prediction problem. The resulting MSE scores are shown in Table 1. Unfortunately, all results are substantially worse than the baseline wherein we simply predict the mean value of the outcome variable in the training fold. The tree-based approaches fare significantly better than the neural approach, with the neural approach likely performing poorly simply due to the small amount of available data.

With each machine learning model, the linguistic features are more useful for the predictive task than are the speech features. However, the best score in this set of results is found by using both linguistic and speech features with Gradient Boosted Trees. Overall, Random Forests and Gradient Boosted Trees exhibit similar performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Speech</th>
<th>Ling.</th>
<th>All Feas.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Mean Prediction)</td>
<td>⋮</td>
<td>79.3</td>
<td>⋮</td>
</tr>
<tr>
<td>Neural Network</td>
<td>266.0</td>
<td>142.9</td>
<td>133.3</td>
</tr>
<tr>
<td>Random Forests</td>
<td>127.0</td>
<td>90.0</td>
<td>95.9</td>
</tr>
<tr>
<td>Gradient Boosted Trees</td>
<td>117.9</td>
<td>91.0</td>
<td>86.4</td>
</tr>
</tbody>
</table>

Table 1: MSE: Target Data Only

6.2 Domain Adaptation

We next present results on domain adaptation, using Random Forests models. We found that the domain adaptation results are very sensitive to feature normalization / scaling, and we present results in both normalized and unnormalized conditions. The best overall performance is found by using both linguistic and speech features and normalizing the features (for both the source and target data), yielding an MSE of 64.4, a dramatic improvement compared with the target-only approach reported in the previous section. The full domain adaptation results are shown in Table 2.

Considering each class of features separately, linguistic features are again more useful for this task. Even using domain adaptation, using speech features alone gives performance that is worse than the baseline.

6.3 Data Augmentation

We next present the results using data augmentation, for linguistic features alone and for linguistic + speech features. Because the speech features are conversation-level features (not utterance-level features), we do not present results using data augmentation for speech features alone, as the augmentation method is based on utterance-level deletion.
Table 2: MSE: Domain Adaptation (Random Forest)

<table>
<thead>
<tr>
<th>Model</th>
<th>Speech</th>
<th>Ling.</th>
<th>All Feas.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Mean Prediction)</td>
<td>79.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feas. Normalized</td>
<td>114.4</td>
<td>71.9</td>
<td>64.4</td>
</tr>
<tr>
<td>Feas. Unnormalized</td>
<td>103.2</td>
<td>77.6</td>
<td>99.28</td>
</tr>
</tbody>
</table>

Table 3: MSE: Data Augmentation (Random Forest)

<table>
<thead>
<tr>
<th>Model</th>
<th>Ling. Only</th>
<th>All Feas.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Mean Prediction)</td>
<td>79.3</td>
<td></td>
</tr>
<tr>
<td>Feas. Normalized</td>
<td>106.1</td>
<td>78.6</td>
</tr>
<tr>
<td>Feas. Unnormalized</td>
<td>69.5</td>
<td>83.2</td>
</tr>
</tbody>
</table>

Table 3 summarizes the data augmentation results. Using linguistic features alone with data augmentation is best overall, and nearly as good as domain adaptation using all features. This is remarkable, given the relative simplicity of the data augmentation approach.

6.4 Further Discussion of Results

Combining domain adaptation and data augmentation does not yield any further improvement, and in fact is slightly worse than using either approach on its own. We hypothesize that this is because using both approaches simultaneously results in a training set that is too far removed from the original target dataset. We plan to do further experimentation on how to combine domain adaptation and data augmentation without washing out the target data.

Our best reported MSE result of 64.4 is better than the best MSE reported by Avci & Aran on the full set of meetings, which was 71.3. However, their score is based on all 40 ELEA meetings, whereas we apply our model to just the 28 English-language meetings. Avci & Aran also reported results on a smaller subset of 21 meetings that contain video, and show that using video features can result in a much lower MSE on this task. Table 4 summarizes these three sets of results.

Another point of contrast is that the systems of Avci & Aran use the individual task performance scores as input features in their systems when predicting the group task performance scores. None of our systems use the individual performance scores – prediction is entirely based on features of the group interaction. For example, using only linguistic features from the conversation, we can make good predictions of group performance on the task, without any knowledge of how the individuals performed on the task.

Table 4: Comparison with Existing Work on ELEA Corpus

<table>
<thead>
<tr>
<th>System</th>
<th># Meetings</th>
<th>Fea. Types</th>
<th>Best MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avci &amp; Aran</td>
<td>40</td>
<td>speech, turn-taking</td>
<td>71.3</td>
</tr>
<tr>
<td>Avci &amp; Aran</td>
<td>21</td>
<td>as above, plus video</td>
<td>38.0</td>
</tr>
<tr>
<td>Our System</td>
<td>28</td>
<td>speech, linguistic</td>
<td>64.4</td>
</tr>
</tbody>
</table>

Figure 1 shows the predicted scores from our best performing system (domain adaptation using all features), compared with the true task performance scores. One noticeable trend is that the predicted scores are in a much narrower band than the actual distribution of task scores.

Figure 1: Actual vs. Predicted Task Scores

To explore why the data augmentation approach is improving performance, we calculate feature importance scores for the core linguistic features, where the core linguistic features are just the dense features, with the sparse bag-of-features removed. The feature importance score for each feature is based on how much it decreased the MSE, on average, when used as split point in the Random Forest decision trees. Figure 2 shows the top 10 features in terms of importance, when using only the original target data with no augmentation. Figure 3 similarly shows the top 10 features, but this time when using the augmented dataset. Many of the features are same, but with slightly different scores. However, in the second figure we see that cohesion and number of sentences are now amongst the top features, which was not the case originally.

With the cohesion feature, there is some intuitive sense to this finding. Cohesion is based on the cosine similarity of adjacent sentence vectors. The augmentation approach involves deleting sentences, and two similar sentences might end up being adjacent to each other when they were not originally. The following toy example illustrates this:

- A. So the remote should be curved.
- C. Um, right.
- B. I like the curved remote idea.

By analyzing adjacent sentences, this toy example would exhibit low lexical cohesion. But if the middle sentence were deleted in the data augmentation approach, cohesion would increase. This intuition also suggests that we can investigate more robust methods of measuring cohesion.

7 CONCLUSION

We have presented experimental results showing that we can predict group performance on a task, using multimodal features of the group interaction. These include a rich set of speech features as well as linguistic content features. Being able to predict task
performance based on the group interaction could be very valuable for providing feedback to collaborative teams in an online fashion. For example, it could allow a group to modify their interactional dynamics during a meeting in order to increase the likelihood of achieving good results on the task.

The target domain – the ELEA corpus and winter survival task – contains a fairly small amount of training data, and building predictive models just on the target data yields poor performance that is worse than the baseline. We therefore explored two approaches for increasing the amount of training data. With domain adaptation and semi-supervised learning, we exploit the AMI meeting corpus as a source domain that can be used to improve performance in the target domain. With data augmentation, we copy and augment meetings from the ELEA corpus using a simple deletion approach, in order to create additional training instances. Both strategies result in dramatic improvement in the MSE scores.

Our system compares very favourably with the system of Avci & Aran in terms of MSE scores, and ours does not require any information about how well the individual participants performed on the task prior to the meeting. However, Avci & Aran showed that prediction performance can be improved with video features, as they demonstrated on a smaller set of meetings. Their approach also has the advantage of being language-independent, whereas our current system has only been applied to the English-language meetings.

In contrast with much work on social signal processing, which often focuses on nonverbal features, we have demonstrated that features of linguistic content can be extremely useful for this task. The best results are from a system that uses the full set of multimodal features. And linguistic features on their own, when derived using the data augmentation method, yield very good performance. We believe that this provides solid motivation for more SSP work that incorporates lexical, syntactic, and psycholinguistic features.

Future work will look at how to best combine the domain adaptation and data augmentation methods to yield further improvement. We are also collecting a new corpus of meetings using the winter survival task, to supplement the ELEA corpus meetings.
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